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person loading an object into a car, and contains surveillance video from real and acted 

scenes. Figure 14(a, b) shows two VIRAT scenes. The UCR dataset was created to 

investigate human activities, i.e., waving and shaking hands, and includes mostly acted 

surveillance scenes from several camera angles. Two scenes from the UCR dataset are 

shown in Figure 14(c, d).  

 

Table 4 shows video statistics from each video used in this thesis from the UCR and 

VIRAT datasets. The UCR videos are roughly 15-45 seconds in duration and only 

contain 1-3 detections per frame on average. The VIRAT videos are slightly longer, 

ranging from roughly 30 seconds to over two minutes and contain more detections per 

frame. While the average number of detections per frame ranges from 6-20 in the scenes 

from VIRAT, most objects are stationary, e.g., parked cars in Figure 14(b).  

 
Figure 14: Various scenes from uncrowded environments. (a) Scene from 
VIRAT_S_040000_07_000966_001071. (b) Scene from VIRAT_S_000200_06_001693_001824. (c) 
Scene from ucr1. (d) Scene from ucr6. 
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Table 4: UCR / VIRAT video statistics 

D
at

as
et

 
Video Name Frame 

Rate Resolution 
Video 

Length 
(min) 

Total # 
Dets. 

DpF: 
Mean 
(SD) 

Det. 
Width: 
Mean 
(SD) 

Det. 
Height: 

Mean 
(SD) 

U
CR

 

ucr1 30 1280x720 0.8 4978 3 (1) 87 (37) 72 (35) 
ucr2 30 1280x720 0.8 2234 2 (1) 72 (44) 60 (28) 
ucr3 30 1280x720 0.7 1550 1 (1) 79 (49) 58 (26) 
ucr4 30 1280x720 0.6 2248 2 (1) 165 (88) 107 (38) 
ucr6 30 640x480 0.2 1004 3 (1) 41 (16) 96 (42) 
ucr11 30 1280x720 0.6 2113 2 (0) 130 (37) 279 (69) 
ucr12 30 1280x720 0.6 1465 1 (1) 161 (55) 298 (63) 
ucr17 30 1280x720 0.6 2702 2 (1) 94 (34) 169 (59) 
ucr19 30 1280x720 0.6 3261 3 (1) 55 (17) 131 (37) 

V
IR

A
T 

VIRAT_S_000200
_06_001693_0018
24 

30 1280x720 2.2 40312 10 (1) 80 (48) 39 (14) 

VIRAT_S_010107
_01_000068_0001
96 

24 1280x720 2.0 58227 20 (1) 83 (34) 37 (16) 

VIRAT_S_040000
_07_000966_0010
71 

30 1920x1080 1.7 17892 6 (1) 76 (35) 50 (15) 

VIRAT_S_040103
_07_001011_0010
93 

30 1920x1080 1.4 28075 11 (1) 193 (68) 148 (63) 

VIRAT_S_040103
_08_001475_0015
12 

30 1920x1080 0.6 12650 11 (1) 196 (72) 149 (58) 

 

2.4.5 Defining MOT Difficulty 

This thesis considers three measures of MOT difficulty for a video: the mean number of 

detections per frame, the percentage of target locations showing severe occlusions, and 

the detection accuracy. The mean number of detections per frame, when consistent, 

provides context about the size of the data association problem, i.e., the computational 

difficulty. Figure 15(a) compares the mean number of detections per frame from each 

video, grouped by dataset. Ranking the datasets by this measure would rank HT21 as the 

most difficult, closely followed by MOT20, and then trailed significantly by MOTS12 / 

VIRAT, and finally UCR.  


