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development of protective materials including carotenoids (Fig.
5C). Genes involved in pyruvate metabolism (which develops
precursors for fatty acid biosynthesis as well as providing energy)
and fermentation peak first, followed by those involved in steroid
biosynthesis (Fig. 5C and Fig. S5 A and B). Finally, late in the
circadian day/early evening, there is a peak in fatty acid bio-
synthesis, using the building blocks that were created earlier in the
circadian day (Fig. 5C and Fig. S5C). The intricate phase net-
working of the circadianly regulated genes shows the level of fine-
tuning the clock provides the biological system.

Discriminative Regular Expression Motif Elicitation Analysis Identifies
Motifs Correlated with Circadian Regulation. Using the 872 genes
identified as being rhythmic based on RNA-Seq analyses, we used
discriminative regular expression motif elicitation (DREME) to
identify motifs that are significantly enriched among rhythmic
genes (34). We analyzed 1,000 bp of the promoter of these 872
rhythmic genes and identified a total of 36 short (up to 8 bp in
length) DNA motifs that were enriched in these sequences. To
obtain a confident list of circadian-related motifs, we further ex-
amined the enrichment of these motifs in the promoters of
rhythmic genes that displayed peak expression at different time
windows of the circadian clock compared with all genes in the
genome that contained these motifs. For example, for the motif
STACASTA, we used the Find Individual Motif Occurrences
(FIMO) algorithm to examine the motif’s existence in the pro-
moters of all genes. We found that the promoters of 2,823 genes
out of the 9,729 gene promoters in the Neurospora genome
(29%) contained this motif. We then looked at the number of
genes from the rhythmic dataset that peaked in each specific
time window; in the CT 20.8–1.2 window, there were 292 genes
from the 872 gene rhythmic dataset with a peak of expression, and
113 of these 292 (39%) have the motif STACASTA. We found
this to be a significantly enriched motif at this window based on
Fisher’s exact test: the probability that 113 genes contain this motif
from among the 292 peaking at this time is significantly (P value of
0.0002) greater than the probability that 2,823 promoters from the
genome contain this motif. Using this method, motifs were iden-
tified as circadian-related if they were significantly enriched (P <
0.001) in at least one specific time window.
Out of the 36 motifs, 4 were found to be significantly enriched

in a circadian-related manner: STACASTA, GRCGGGA, GC-
RCTAAC, and GVCAGCCA (Fig. 6A). We performed FunCat
analysis on the genes identified from the 872 rhythmic genes that
possessed these motifs in their promoters (Dataset S9). We
found that two of the motifs were enriched in the same FunCat
terms (metabolism, protein fate, protein synthesis, and cell cycle)
that were generally associated with rhythmic gene expression
(compare GRCGGGA and GVCAGCCA from Fig. 6B to
Fig. 4). However, the other two motifs (STACASTA and
GCRCTAAC) were preferentially enriched primarily in the area
of “Proteins with binding function or cofactor,” suggesting that
these motifs specifically affected this pathway.
By investigating the motif enrichment across different circa-

dian time windows, this method not only identified with high

confidence several circadian-related motifs but also provided the
particular time at which they might play regulatory functions. As
shown in Fig. 6C, the motifs STACASTA and GRCGGGA are
most significantly enriched in promoters of rhythmic genes with
peak expression in the late night to early circadian morning. For
motifs GCRCTAAC and GVCAGCCA, the opposite was true—
most of the rhythmic genes associated with the motifs peaked in
the circadian evening (Fig. 6C). This suggests that the active
phases for these motifs are during these windows and the role
that the motifs play in the transcription of the genes associated
with these motifs occurs during this time.

Differences in Peak Times Between Genes Showing Rhythmic Promoter
Activation and Rhythmic Steady-State mRNA Levels Suggests
Posttranscriptional Regulation of Clock-Controlled mRNAs. The
genes chosen for analysis by luciferase were selected inde-
pendently of the 872 rhythmic genes. Therefore, the overlap of
rhythmic genes between the two sets affords an estimate of how
often rhythmic transcription (as assessed by luciferase) leads to
rhythmic RNA levels (as assessed by RNA-Seq). As noted above,
a variety of different media were used for luciferase activity
rhythm measurements; in all, 187 genes were examined by

Fig. 4. FunCat term analysis highlights rhythmic gene enrichment in specific
cellular processes. Breakdown of FunCat terms from all genes designated
rhythmic in this dataset with a heat map of the specific genes.

Fig. 5. FunCat and KEGG analysis highlight time-of-day–specific gene enrich-
ment. (A) FunCat analysis of rhythmic genes peaking at specific circadian times.
(B) The peak in expression of the genes in specific FunCat terms that are involved
in protein production. (C) The peak in expression of genes in specific FunCat and
KEGG analysis that are involved in metabolic function within the cell.
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luciferase using a medium comparable to that used for the RNA-
Seq experiments. Of these, 96 were rhythmic, 24 of which (25%)
were rhythmic both by luciferase and by RNA-Seq, whereas 72
(75%) were rhythmic only by luciferase (Dataset S10). Although
some of these are low-abundance transcripts for which the limits
to consensus sequencing did not produce statistically different
RPKM read numbers at different times of day, many probably
reflect genes whose transcripts may be too stable to cycle on
a circadian timescale. Conversely, an additional 11 genes that
were identified as rhythmic by RNA-Seq failed to show rhythms
by luciferase, again indicating that rhythmicity can be conferred on
transcripts by regulation occurring after a gene is transcribed.
These conclusions were supported by independent analyses of

individual genes by RT-PCR using the RNA samples used for the
RNA-Seq analyses. The correlation between rhythmicity as
detected by RT-PCR and RNA-Seq was very high: of the 29
candidate rhythmic genes (from RNA-Seq) analyzed by RT-PCR,
rhythmicity was confirmed for 27 (95%) (Fig. S6). In many cases
where rhythmicity was detected by luciferase but not by RNA-Seq
or by RT-PCR, the transcripts were of low abundance. For in-
stance, Fig. 7A shows a gene (NCU08141) that is plainly rhythmic
by luciferase but appears to show ultradian cycling by RNA-Seq
and by RT-PCR; however, the transcript abundance arising from
this gene is quite low. For other genes, however, transcripts are
quite abundant, and rhythmicity is plain in the RNA-Seq and RT-
PCR analysis but is plainly muted by luciferase reporter assays
(Fig. 7B). Such genes are strong candidates for regulation at
levels following transcription. The existence of such regulation is
further supported by differences in phase between luciferase
assays that report promoter activity and sequencing/RT-PCR that
report transcript abundance. As an example, Fig. 7C shows
NCU06961 that is robustly rhythmic by both assays but displays
a significant phase lag in abundance compared with transcription.

The WCC Acts as the Initiating TF for Gene Rhythmicity. Circadian
regulation of WCC activity in the core clock is understood as

providing the principal means of circadian output from the clock,
when the WCC regulates expression of genes whose products do
not impact the core clock (1, 35). Thus, examining the spectrum
of gene promoters bound by WC-2 (reflecting the WCC) and the
time at which peak binding occurs affords a glimpse at the first
step of output. To identify the circadian targets of WC-2, we
performed a ChIP sequencing assay (ChIP-Seq) at regular inter-
vals on cultures that were kept in the dark (after transfer from
constant light) using antibody against WC-2. We then performed
a RT-PCR using probes for the proximal light-regulated element
(pLRE) and Clock box (C-box) (36, 37) motifs upstream of the frq
gene to test whether our ChIP worked as expected. We found that
occupation at the pLRE decreased following the light-to-dark
transition and remained low for the remainder of the time points;
however, there was still appreciable binding to the pLRE after
even 8 h in darkness, establishing that the effects of the previous
light cycle on gene expression can be long-lasting (Fig. 8A). This
serves as a caution indicating that analyses of “circadian” gene
expression must not rely solely on data from the first day in dark-
ness. Also, as expected, occupation of the C-box changed rhyth-
mically over the circadian day, peaking at about 16 h after light-to-
dark transition [Fig. 8A (38)]. MACS software was used to identify
regions in the genome where WC-2 binding was enriched com-
pared with a WC-1 knockout strain in which the WCC does not
bind DNA. A peak was identified at both the pLRE and C-box of
frq (Dataset S11). We then compared these results from the ChIP-
Seq data to the ChIP–RT-PCR and found that the reported peaks
matched the RT-PCR data (Fig. 8A). When the WC-2 ChIP-Seq
data were examined all together by MACS, WC-2 was found to
bind at nearly 300 sites in the genome with a peak in the late cir-
cadian night similar to that found for the C-box (Fig. 8B). Com-
paring the genes that were bound by WC-2 in the ChIP experiment

Fig. 6. DREME analysis highlights time-of-day–specific promoter elements.
(A) The four significantly enriched promoter motifs identified from the
rhythmic gene set. (B) FunCat term analysis of the genes in the rhythmic
dataset containing the above sequence in their promoters. (C) Position weight
motif plots of motifs from A, showing the P value of the significance of en-
richment of a specific motif identified from the rhythmic genes as compared
the same to motif in promoters over entire genome, in a 4-h sliding scale over
24 h. Thus, dark red corresponds to a value of P < 0.00001.

Fig. 7. RNA-Seq and real-time PCR correlate weakly with promoter activa-
tion. A comparison between luciferase traces, RNA-Seq data and RT-PCR
analysis for three genes that exemplify cases where a gene is rhythmic by Luc
only (A), by RNA-Seq only (B), and by both methods (C). (A) NCU08141
showed rhythms by luciferase but not by RNA-Seq or RT-PCR analysis, most
likely due to low transcript abundance. (B) NCU09559 demonstrated rhythms
by RNA-Seq and RT-PCR but not by luciferase, most likely due to post-
transcriptional regulation. (C) NCU06961 exhibited rhythms with all methods
but with a lag between peak of activation and mRNA levels, potentially from
posttranscriptional mechanisms. Luciferase data are detrended and rescaled
and RPKM values are shown in log scale.
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to a list of predicted TFs in Neurospora, we found that 8% of
predicted TFs were bound by WC-2.
To determine whether the WCC is the initiator of rhythmicity

but not necessarily responsible for setting the phase of ccgs, we
compared the genes that have WC-2 peaks to genes that are
rhythmic in the RNA-Seq dataset. Of the 872 genes that were
rhythmic from the RNA-Seq, 36 of them had major binding sites
for WC-2. We then mapped the peak of binding by WC-2 to the
peak of mRNA levels for each gene. It was evident that, although
the peak binding time was in all cases near to CT0 for WC-2, the
peak mRNA levels were delayed to phases spanning the circadian
cycle (Fig. 8C). We compared the ChIP-Seq data to the RNA-Seq
data for a few of the genes and noted that this trend was con-
firmed by visual observation of specific genes (Fig. S7 A–D).

Discussion
Circadian regulation of gene expression is the point at which the
circadian oscillator begins to impact the biology of the organism.
For this reason, a detailed description of the circadian tran-
scriptome is key to understanding the physiology of Neurospora,
and indeed elucidation of the circadian regulation of the tran-
scriptome has thus been a topic of interest in all of the key circa-
dian model organisms (4, 6, 10, 11, 16, 39–43). Temporal control
over the expression of key metabolic/functional genes has always
been a prediction for the role of an “anticipatory” core clock in any
organism, and ccgs have been identified at the genome-wide level
through the use of ESTs, microarrays, and RNA-Seq. In fungi and
animals, the clock generates rhythmic activation of a heterodimeric
TF joined by interacting PAS domains, and the first step in output
is the action of this transcription factor to activate genes whose
products do not directly impact the oscillator. Studies in animal

systems have used various techniques, beginning with ChIP-Seq, to
report binding of the PAS heterodimer that initiates transcription
and Nascent-Seq (e.g., refs. 6 and 16) to distinguish transcript
rhythmicity conferred by transcription from rhythmicity later con-
ferred through posttranscriptional regulation (reviewed in ref. 44).
Recent years have also seen increased sophistication in data anal-
ysis software and in realization of the importance of extended time
courses and dense (2 h or less) sampling resolution for the iden-
tification of ccgs (e.g., refs. 13 and 18). We aimed here for a de-
finitive dataset, and the data provided from our studies are unique
in using both true circadian (nonentrained) conditions and high
temporal resolution sampling over two cycles.
mRNAs displaying rhythmic abundance were identified using

three independent 48-h time courses with a 2-h resolution using
RNA-Seq, the most thorough analysis of a rhythmic transcriptome
in any organism to date. Because Nascent-Seq requires the iso-
lation of nuclei, difficult across a circadian time course at this
resolution in N. crassa, we have used a high-throughput promoter-
luc strategy to correlate promoter activation with rhythmicity at the
mRNA level. Although this approach lacks the depth of tran-
scriptome analysis afforded by Nascent-Seq, its advantages include
much finer detail of the transcriptional dynamics of individual
genes, better estimates of phase, estimates of rhythm damping and
persistence not afforded by Nascent-Seq except at inordinate ex-
pense, and creation of reporters that can be reused for subsequent
dissection of the regulatory network.
We find that there is a significant discordance between the

promoter activation of a gene and rhythmicity of its transcript at
the mRNA level; i.e., we have identified a number of cases where
promoters are rhythmically activated but the corresponding
mRNAs do not display rhythmic abundance and vice versa
(Fig. 7) (see also ref. 16). This discordance is also strikingly
similar to that found in a similar analysis completed in mouse
liver (45). Our analysis of the individual genes using RT-PCR
showed good correlation with the RNA-Seq data (95% of the
genes rhythmic by RNA-Seq are rhythmic by RT-PCR), sug-
gesting that there is indeed a level of posttranscriptional regu-
lation between gene activation and rhythmic abundance of
mRNA (Fig. 7 A and B). Moreover, in some cases, we find sig-
nificant phase differences between the peak of gene activation
and rhythmic mRNA levels, which suggests that accumulation of
mRNA is not always solely governed by the activation of the
corresponding gene.
Several possible mechanisms may underlie this discordance

outside of artifactual issues, including specific RNA stability and/
or differential RNA processing. One can also envision a situation
where RNA from a nonrhythmically driven gene could have dif-
ferent stability at different times of the day owing to its binding to
stabilizing/destabilizing RNA-binding proteins (RBPs). This time-
specific binding might induce robust rhythms at the mRNA level.
In fact, the strategy of time-of-day–dependent differential tran-
script stability exists in N. crassa to generate robust frq rhythms
(46). Similarly, CCR-LIKE (CCL) and SENESCENCE ASSOCI-
ATED GENE 1 transcripts in Arabidopsis have time-of-day–spe-
cific changes in stability, and the changes in CCL mRNA stability
are under bona fide clock control, i.e., they persist under free-
running conditions (47). Other examples include RBPs like HuR
that binds to and stabilizes cyclin D1 transcript as opposed to
AUF1 that binds to and destabilizes cyclin D1 transcript—both
processes required for a highly coordinated and regulated cell
cycle progression (48).
Our RNA-Seq data also allowed us to correlate the phase of

WCC binding (WC-2 ChIP) with the phase of expression of its
target genes. It is quite obvious from our analysis that, although
WCC binding is very discrete, the phase of expression for its
target genes is heterogeneous. A similar scenario was observed
when the phase of BMAL1-CLOCK binding and the phase of
expression of its target genes were compared in mouse livers
(16). However, this contrasts with the observation in flies where
both binding of CLK:CYC to its target genes and the expression
of its targets were found to be in the same phase (49). The

Fig. 8. In WC-2 target genes, the delay between WC-2 binding and mRNA
levels suggests that the WCC acts as a pioneer TF. (A) Left panel shows results
of ChIP-Seq of WC-2 revealing sites bound within the frq promoter. Here, frq
is transcribed right to left with the pLRE close to the transcription start site
and the C-box more distal. Plots for ChIP-Seq data from gbrowse (60) are
shown for each time in darkness from DD4 to DD32. All are plotted as FPKM
on the same vertical scale. Right panel shows the RT-PCR of DNA used for
ChIP-Seq at both the pLRE and C-box of frq demonstrating peak binding of
the C-box at DD16 as in the left panel. (B) The number of WC-2 peaks
identified by MACS plotted against circadian time shows the highest number
of peaks identified as bound by WC-2 is at DD8. (C) Distribution of the peak
phase of WC-2 DNA binding (in red) and the peak phase for mRNA levels of
the same gene (in blue) for the direct targets of WC-2.
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absence of a fixed phase of target gene expression despite a dis-
crete phase of WCC binding suggests that, for genes that show
delayed expression, there is a requirement for additional factors
(TFs, chromatin remodelers) to set the phase of expression for
these genes. More recently, it has been shown that BMAL1-
CLOCK behaves like a pioneer-like TF by modulating rhythmic
opening of chromatin through chromatin modification, which
allows other TFs to bind adjacent to BMAL1-CLOCK (50) and
modulate gene expression. Recent research from our group has
shown that WCC recruits the SWI–SNF complex (51) and mod-
ulates rhythmic opening of chromatin at the frq locus. It is thus
possible that WCC similarly binds to various targets in the genome
as a pioneer-like TF and promotes remodeling of the chromatin so
as to allow other TFs to bind. This could potentially explain the
heterogeneity in the phase of peak expression of its target genes.
Setting aside the exact means of circadian control, a major

outcome of this study is the picture it affords of the circadian
control of physiology in Neurospora. Concomitant functional and
pathway categorization of our rhythmic genes using FunCat and
KEGG analysis, respectively, revealed broad categories (e.g.,
metabolism, protein fate, DNA processing, etc.) as well as sub-
categories/pathways that were enriched and could be studied for
temporal relevance in the circadian biology of the organism. For
example, genes involved in ribosome biogenesis and protein as-
sembly peak late in the circadian day compared with genes in-
volved in protein folding, targeting, and modification (Fig. 5B),
similar to what is seen in mouse liver (52). Logically, this makes
sense as one can envision the peak for genes required for
translational activity and ribosome assembly to precede the peak
for protein folding/targeting/modification as the latter events can
be “phase-concentrated” after a burst of protein translation,
thereby making the process more efficient (Fig. 5B). Indeed,
most major categories of cellular metabolism display some
rhythmic control (Fig. 4). When querying specific pathways for
rhythmicity, catabolic pathways such as pyruvate metabolism
peak earlier in the day than those involved in anabolic pathways
like steroid biosynthesis and fatty acid biosynthesis (Fig. 5C and
Fig. S5). The enrichment of metabolic genes is not altogether
surprising as many metabolic genes have been shown to be cir-
cadianly controlled in several other studies (e.g., ref. 53). As
a broad generalization, the transcriptome data suggest that
daytime activities involve catabolism, energy production, and
assembly of precursors, whereas nighttime activities favor bio-
synthesis of cellular components and growth.
Moreover, it is now highly regarded that the clock is not just

a static master controller that sets up anticipatory metabolic gene
expression but can also serve as a conduit between the environ-
ment and the transcriptome. In other words, the subset of genes
that is circadianly expressed can be altered depending on the
environment and the clock can coordinate this alteration. Al-
though it is tough to test this from RNA-Seq data (all biological
sets grown in one media), use of high-throughput promoter-luc
assays clearly shows that subsets of the genes were rhythmically
activated in specific media (Fig. 3). These subsets were again
enriched in metabolic FunCat categories suggesting the core-
clock indeed coordinates, undoubtedly with the help of other
factors (TFs, metabolite-binding proteins, etc.), the gene expres-
sion landscape as a function of the environment. More in-
terestingly, rhythmicity of genes involved in core cellular functions
(cell cycle, cell transport, etc.) appears not to be dependent on the
media (environment), suggesting a more stringent and environ-
mentally refractory circadian control over these genes.
The DREME analysis of rhythmic genes (872) in our RNA-Seq

dataset also allowed us to identify four motifs that were signifi-
cantly enriched (STACASTA, GRCGGGA, GCRCTAAC, and
GVCAGCCA) in the promoters of rhythmic genes compared
with the rest of the genome. For two of the motifs (STACASTA
and GRCGGGA), we find that time of day (CTs) at which there

is significant enrichment in the promoters of rhythmic genes is
coincident with the time of day (morning) where a large fraction
of rhythmic genes shows peak mRNA expression in the rhythmic
dataset. This appears not to be the case with the other two motifs
(GCRCTAAC and GVCAGCCA) where the time of significant
enrichment is in the early evening and does not coincide with the
time where most genes in the rhythmic dataset show peak mRNA
levels. This analysis does not allow us to conclude what role
a particular motif is playing during its active period, whether it is
an activator or repressor, only that the impact on gene expression
for each motif is likely during that circadian time window.
Approximately 10% of the N. crassa transcriptome is re-

producibly rhythmic at the mRNA level under normal growth,
and potentially the clock may influence 40% of the genome.
Undeniably, circadian control has a major impact on the biology
of Neurospora: Much of metabolism is clock-controlled, and in
broad outline, daytime activities involve catabolism, energy pro-
duction, and assembly of precursors, whereas nighttime activities
favor biosynthesis of cellular components and growth. Through
use of a high-throughput assay using promoter-luc fusions, we
show that rhythmic gene activation in and of itself is insufficient
to dictate the transcript cycling at the mRNA level. This indicates
that posttranscriptional regulation plays a major role in control of
cycling transcripts and recommends further analysis of how such
posttranscriptional regulators involved are themselves regulated
(circadian expression, circadian activity, circadian binding, etc.).
Finally, WCC binding alone is insufficient to set the phase of
circadian transcription in N. crassa, indicating that additional
factors are needed to determine the phase at which promoters
of cycling genes are activated.

Materials and Methods
Strains. A protocol similar to that described (54) was used in all transformants.
The Neurospora strain FGSC2489 was used for all analyses. mRNA was
extracted for the circadian time course as previously described, with minor
exceptions (21). RT-PCR was performed on the same mRNA extracted for use
in the library construction as previously described, with minor changes (21)
using primers (Dataset S12). Camera recordings and data analysis were as
described (22, 25), with minor modifications (SI Text).

Library Construction and Mapping. Libraries were prepared as per the
manufacturers instructions and libraries were analyzed using Illumina/Solexa
sequencing (SI Text). The resulting raw and processed data was deposited to
National Center for Biotechnology Information (NCBI) Short Read Archive
(SRA) under accession number SRP046458.

Data and FunCat Analysis. RPKM values were subjected to further normali-
zation and each individual time course was subjected to JTK cycle analysis
(18). Any gene with a false-discovery rate of Q < 0.05 was selected as a
rhythmic gene. DREME analysis (34) was used to identify significantly
enriched motifs (SI Text). Functional annotation of the differently expressed
genes was performed according to Functional Categories (55) and N. crassa
Genome Database (56). FunCat term and KEGG enrichment was performed
using the FungiFun (28) and a value of P < 0.05 was used as a cutoff for
significantly enriched terms.

ChIP-Seq. Neurospora tissue was cross-linked with 1% paraformaldehyde for
15 min and quenched with 0.125 M glycine for an additional 5 min for
samples ranging from DD4 to DD32 . ChIP was performed as described pre-
viously (38, 57) on 500 mg of tissue with WC-2 antibody with some mod-
ifications (58). Indexed sequencing libraries were prepared as described (59)
(SI Text). Raw and processed data were submitted to the NCBI SRA under
accession number SRP045821.
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