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In the prose style transfer task a system, provided with text input

and a target prose style, produces output which preserves the

meaning of the input text but alters the style. These systems

require parallel data for evaluation of results and usually make

use of parallel data for training. Currently, there are few

publicly available corpora for this task. In this work, we identify

a high-quality source of aligned, stylistically distinct text in

different versions of the Bible. We provide a standardized split,

into training, development and testing data, of the public

domain versions in our corpus. This corpus is highly parallel

since many Bible versions are included. Sentences are aligned

due to the presence of chapter and verse numbers within all

versions of the text. In addition to the corpus, we present the

results, as measured by the BLEU and PINC metrics, of several

models trained on our data which can serve as baselines for

future research. While we present these data as a style transfer

corpus, we believe that it is of unmatched quality and may be

useful for other natural language tasks as well.

1. Introduction
Written prose is one way in which we communicate our thoughts to

each other. Given a ‘message’, there are many ways to write a

sentence capable of conveying the embedded information, even

when they are all written in the same language. Sentences can

communicate essentially the same information but do so using

different ‘styles’. That is, the various versions may have essentially

the same meaning or semantic content, and insofar as they use

different words are each ‘paraphrases’ of each other. These

paraphrases, while sharing the same semantic content, are not

necessarily interchangeable. When writing a sentence we

frequently consider not only the semantic content we wish to

communicate, but also the manner, or style, in which we express it.

Different wording may convey different levels of politeness or

familiarity with the reader, display different cultural information

about the writer, be easier to understand for certain populations,
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etc., Style transfer, or stylistic paraphrasing, is the task of rewriting a sentence such that we preserve the

meaning but alter the style.

The problem of style transfer is clearly relevant for the creation of natural language generation

systems. The translations, paraphrases, summarizations, and other language generated by a natural

language system are only useful if the outputs are understood and accepted by the intended

audience. This may require us to target certain levels of simplicity, formality, or other characteristics

of style in the language produced.

There are many features of the prose which contribute to the perceived style of a text including sentence

length, use of passive or active voice, vocabulary level, tone and level of formality. Analysis and

classification of style focusing on sentiment, usage of stop-words, formality, etc., have all been the

subject of study [1–4]. Similarly, generation of language targeting one aspect of style such as simplicity,

formality, length and use of active voice have received attention [5–8], and some work has even been

done to try to control several of these properties simultaneously [9]. Fewer results exist which do not

consider any of these aspects explicitly, but instead use a more general view of style. These systems

generally require parallel data for training and testing their results and parallel style transfer corpora are

in short supply. A few recent exceptions use a corpus of Shakespearean plays and their modernizations

for the task [10,11]. Even more recently, researchers have published results of targeting a style using

only unlabelled training data. Some of these systems generate text not conditioned on an input and

cannot be applied to this problem [12], and others only show results on a sentiment transfer task [13,14].

Generally, unsupervised systems still need parallel data for evaluation and may benefit from some

amount of parallel data during training. We believe that one of the major barriers to automatic style

transfer research is the relatively low amount of high-quality parallel data.

The main contributions of our work are as follows.

1.1. Identification of a highly parallel corpus
Style transfer can naturally be viewed as a machine translation problem where the source language and

target language are simply different textual styles. The style transfer task is treated this way in much of

the existing work on style transfer and related problems [10,11,15,16]. Despite this obvious connection,

many breakthroughs in machine translation systems have not been directly applied to style transfer.

As many previous authors have noted, the major difficulty seems to lie in finding a suitably large

parallel corpus of different styles [17–20].

Bibles, with their well-demarcated sentence and verse structure provide such a corpus. Herein we

identify a novel and highly parallel corpus useful for the style paraphrasing task: 34 stylistically distinct

versions of the Bible (Old and New Testaments). Each version is understood as embodying a unique

writing style. The versions in this corpus were created with a wide range of intentions. Versions such as

the Bible in Basic English were written to be simple enough to be understood by people with a very

limited vocabulary. Other versions, like the King James Version, were written centuries ago and use very

distinctive archaic language. In addition to being viewed individually, the versions can also be

partitioned according to different stylistic criteria, any one of which could be a goal of a paraphrasing.

For example, metrics that enable the identification of versions deemed ‘simple’ could identify a

subcorpus that would allow training towards the task of text simplification. Versions identified as using

‘old’ language could be used to train towards the task of ‘text archaification’. Such richly parallel

datasets are difficult to find, but this corpus provides such a wide range of text that it could be used to

focus on a variety of stylistic features already present within the data. While many parallel corpora

require alignment before they can be used, here verse numbers immediately identify equivalent pieces of

text. Thus, in these data the text has all been aligned by humans already. This eliminates the need to use

text alignment algorithms which may not produce alignments that match human judgement. Our work

splits books of the Bible into training, testing and development sets. We then publish these sets using all

eight of the publicly available Bible versions in our more complete corpus and list the versions we use

which are not public. This easy to access and free to use, standardized, parallel corpus (and the

accompanying benchmarks we produce) is the main contribution of our work.

We hope that the publication of such a corpus will lead to immediate application of some machine

translation techniques that were previously not applicable to style transfer, and that over time these

techniques can be fine-tuned to better handle the nuanced differences between machine translation

and style transfer.

There are some recent results employing systems which do not require a parallel corpus for training at

all, both in machine translation [21,22] and stylistic paraphrasing [13,20]. While these results are
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encouraging, the methods are intended to be used in situations where a parallel corpus is not available. The

unsupervised techniques are not, at this time, meant to outperform supervised methods in cases when

suitable paired training data are available. Furthermore, the results of these models are still evaluated

using parallel data. Even if textual style transfer research becomes more focused on unsupervised

learning methods, there will be a need for parallel text representing different styles for testing purposes.

1.2. Publication of baseline results for our corpus
To showcase the usefulness of this corpus, and to facilitate future comparison, we train several baseline

models and publish the results. We train and evaluate encoder–decoder recurrent neural networks

(Seq2Seq) and Moses [23], a statistical machine translation system. We report the BLEU [24] and PINC

[15] scores of the outputs of these systems and provide the textual outputs themselves to allow

research using other metrics to be easily compared with these baselines.

2. Related work
2.1. Style transfer datasets
Ours is clearly not the first parallel dataset created for style transfer, and the existing datasets have their

own strengths and weaknesses.

One of the most used style transfer corpora was built using articles from Wikipedia and Simple

Wikipedia to collect examples of sentences and their simplified versions [25]. These sources further

were used with improved sentence alignment techniques to produce another dataset which included

classification of each parallel sentence pair’s quality [26]. More recently, word embeddings were used

to inform alignment and yet another Wikipedia simplification dataset was released [17].

The use of Wikipedia for text simplification has been criticized generally, and some of the released

corpora denounced for more specific and severe issues with their sentence alignments [27]. The same

paper also proposed the use of the Newsela corpus for text simplification. These data consist of 1130

news articles, each professionally rewritten four times to target different reading levels.

A new dataset targeting another aspect of style, namely formality, should soon be made publicly

available [18]. The Grammarly’s Yahoo Answers Formality Corpus (GYAFC) was constructed by

identifying 110 000 informal responses containing between 5 and 25 words on Yahoo Answers. Each

of these was then rewritten to use more formal language by Amazon Mechanical Turk workers.

While these datasets can all be viewed as representing different styles, simplicity and formality are

only two aspects of a broader definition of style. The first work to attempt this more general problem

introduced a corpus of Shakespeare plays and their modern translations for the task [10]. This corpus

contains 17 plays and their modernizations from http://nfs.sparknotes.com and versions of eight of

these plays from http://enotes.com. While the alignments appear to mostly be of high quality, they

were still produced using automatic sentence alignment which may not perform the task as

proficiently as a human. The larger sparknotes dataset contains about 21 000 aligned sentences. This

magnitude is sufficient for the statistical machine translation methods used in their paper, but is not

comparable to the corpora usually employed by neural machine translation systems.

Most of these existing parallel corpora were not created for the general task of style transfer [17,18,25–27].

A system targeting only one aspect of style may use techniques specific to that task, such as the use of

simplification-specific objective functions [19]. So while we can view simplification and formalization as

types of style transfer, we cannot always directly apply the same methods to the more general problem.

The Shakespeare dataset [10], which does not focus on only simplicity or formality, still contains only

two (or three if each modern source is considered individually) distinct styles. Standard machine

translation corpora, such as WMT-14 (http://www.statmt.org/wmt14/translation-task.html), have

parallel data across many languages. A multilingual corpus not only provides the ability to test how

generalizable a system is, but can also be leveraged to improve results even when considering a single

source and target language [28].

Some of these existing corpora require researchers to request access to the data [18,27]. Access to high-

quality data are certainly worth this extra step, but sometimes response times to these requests can be

slow. We experienced a delay of several months between requesting some of these data and receiving

it. With the current speed of innovation in machine translation, such delays in access to data may

make these corpora less practical than those with free immediate access.

rsos.royalsocietypublishing.org
R.Soc.open

sci.5:171920
3

 on October 30, 2018http://rsos.royalsocietypublishing.org/Downloaded from 

http://nfs.sparknotes.com
http://nfs.sparknotes.com
http://enotes.com
http://enotes.com
http://www.statmt.org/wmt14/translation-task.html
http://www.statmt.org/wmt14/translation-task.html
http://rsos.royalsocietypublishing.org/


2.2. Machine translation and style transfer models
As mentioned, style transfer has obvious connections to work in traditional language-to-language

translation. The Seq2Seq model was first created and used in conjunction with statistical methods to

perform machine translation [29]. The model consists of a recurrent neural network acting as an encoder,

which produces an embedding of the full sequence of inputs. This sentence embedding is then used by

another recurrent neural network which acts as a decoder and produces a sequence corresponding to the

original input sequence.

Long short-term memory (LSTM) [30] was introduced to allow a recurrent neural network to store

information for an extended period of time. Using a formulation of LSTM which differs slightly from

the original [31], the Seq2Seq model was adapted to use multiple LSTM layers on both the encoding

and decoding sides [32]. This model demonstrated near state-of-the-art results on the WMT-14

English-to-French translation task. In another modification, an attention mechanism was introduced

[33] which again achieved near state-of-the-art results on English-to-French translation.

Other papers proposed versions of the model which could translate into many languages [33,34],

including one which could translate from many source languages to many target languages, even if

the source–target pair was never seen during training [28]. The authors of this work make no major

changes to the Seq2Seq architecture, but introduce special tokens at the start of each input sentence

indicating the target language. The model can learn to translate between two languages which never

appeared as a pair in the training data, provided it has seen each of the languages paired with others.

The idea of using these artificially added tags was applied to related tasks such as targeting level of

formality or use of active or passive voice in produced translations [6,7].

This work on machine translation is relevant for paraphrase generation framed as a form of

monolingual translation. In this context, statistical machine translation techniques were used to

generate novel paraphrases [35]. More recently, phrase-based statistical machine translation software

was used to create paraphrases [36].

Tasks such as text simplification [5,16] can be viewed as a form of style transfer, but generating

paraphrases targeting a more general interpretation of style was first attempted in 2012 [10]. All of

these results employed statistical machine translation methods.

The advances mentioned previously in neural machine translation have only started to be applied to

general stylistic paraphrasing. One approach proposed the training of a neural model which would

‘disentangle’ stylistic and semantic features, but did not publish any results [37]. Another attempt at text

simplification as stylistic paraphrasing is [38]. They generate artificial data and show that the model

performs well, but do no experiments with human-produced corpora. The Shakespeare dataset [10]

recently was used with a Seq2Seq model [11]. Their results are impressive, showing improvement over

statistical machine translation methods as measured by automatic metrics. They experiment with many

settings, but in order to overcome the small amount of training data, their best models all require the

integration of a human-produced dictionary which translates approximately 1500 Shakespearean words

to their modern equivalent.

3. Data
3.1. Data collection
As stated above, a significant contribution of this paper is the identification and publication of Bible

versions as a stylistic paraphrasing dataset. For our work, we collected 33 English translations of the

Bible from www.biblegateway.com, and also the Bible in Basic English from www.o-bible.com. We

found that seven of these collected versions are in the public domain and thus can be freely

distributed. Additionally, the Lexham English Bible (http://www.lexhamenglishbible.com/) has a

permissive licence which allows it to be distributed for free. These eight public versions are used to

create the corpus that we release. Other versions can be acquired relatively easily and inexpensively,

but may not be distributed due to prevailing copyright law. Table 1 displays the complete list of versions.

These Bible versions are highly parallel and high-quality, having been produced by human

translators. Sentence-level alignment of parallel text is needed for many NLP tasks. Work exists on

methods to automatically align texts [25,26,39], but the alignments produced are imperfect and some

have been criticized for issues which decrease their usefulness [27]. The Bible corpus is human-

aligned by virtue of the consistent use of books, chapters and verses across translations. While many
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verses are single sentences some are sentence fragments or several sentences. This is not problematic as

we only require the parallel text to be aligned in small parts which have the same meaning, but there is

no obvious reason that this must be at a strict sentence level.

Some Bible versions contain instances of several verses combined to one. For example, we may find a

Bible version with ‘Genesis 1:1-4’ instead of singular instances of each of the four verses. We remove these

aggregated verses from our data to keep the alignment more fine-grained and consistent. There are over

31 000 verses in the Bible, so even with this regularization we still have over 1.7 million potential source

and target verse pairings in the publicly available data and over 33 million pairs in the full dataset.

3.2. Data splitting
We need to split our data into training, testing and development sets. We do so by selecting entire Bible

books to be included in each set to ensure that the text in the training data are not too similar to anything

that appears in testing or development. Additionally, we expect that the language used in the New

Testament may differ from that used in the Old Testament. We therefore want to ensure that each of

our splits contains books from each of them. The test data are constructed by selecting two random

Old Testament books and two random New Testament books, and the process is repeated for the

development data. In the published data, the testing set books are Judges, 1 Samuel, Philippians and

Hebrews. The development set books are 1 Kings, Zephaniah, Mark and Colossians. The remaining

Table 1. Names of publicly available Bible versions and other versions we used followed by their standard abbreviations in
parenthesis. Text was collected from www.biblegateway.com (and BBE from www.o-bible.com).

public domain Bible versions other versions used

Bible in Basic English (BBE) New Life Version (NLV)

World English Bible (WEB) New International Reader’s Version (NIRV)

Young’s Literal Translation (YLT) International Children’s Bible (ICB)

Lexham English Bible (LEB) Easy-To-Read Version (ERV)

Douay-Rheims 1899 American Edition (DRA) New Century Version (NCV)

American Standard Version (ASV) Contemporary English Version (CEV)

Darby Translation (DARBY) Good News Translation (GNT)

King James Version (KJV) God’s Word Translation (GWT)

Names of God Bible (NOG)

Jubilee Bible 2000 (JUB)

New King James Version (NKJV)

Modern English Version (MEV)

English Standard Version (ESV)

1599 Geneva Bible (GNV)

New International Version (NIV)

Holman Christian Standard Bible (HCSB)

21st Century King James Version (KJ21)

New Living Translation (NLT)

New Revised Standard Version (NRSV)

Common English Bible (CEB)

New English Translation (NET)

International Standard Version (ISV)

Revised Standard Version (RSV)

New American Bible Revised Edition (NABRE)

The Living Bible (TLB)

The Message (MSG)
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35 Old Testament books and 23 New Testament books are used as the training split. The verse numbers

which are at the beginning of each line are removed as they are always identical for each pair of verses

and so make no interesting contribution.

In addition to releasing the data with all public versions, we release files with the training, testing and

development text targeting only a single version. These are useful for training when the system being

trained is not capable of multi-style paraphrasing (such as Moses) or when making comparisons to

such a system. To decide on good target versions, we looked at the BLEU scores between the full text

of every pair of versions. The results of this analysis on the public Bibles can be seen in table 2.

Some versions are highly similar according to the BLEU metric but some are quite different. For

example, treating ASV as a candidate and KJV as the reference has a score of 69.09 but comparing BBE to

YLT only gives a score of 11.72. Because of this we would expect a system trained to transfer ASV text

into the KJV style to outscore one trained for the BBE to YLT task. We want to consider situations where

there is relatively little modification required to the input as well as those which will need drastic stylistic

revision. We pick ASV as a single-version target because, when treating all other public versions as a

candidate, it has the highest average BLEU score when treated as a reference. Similarly, we will use BBE

as a target since it has the lowest average BLEU score. In addition to creating splits using all public

versions as sources, and BBE and ASV as targets, we want to investigate models’ performance-specific

version!version pairs of varying similarities. To this end, we also create parallel files of only KJV to

ASV (easy), BBE to ASV (hard) and YLT to BBE (very hard). These files can be used to train models on

their own, or used to test those which were trained using all public versions for the source and the

correct single version as a target. The version pairings for which we create and publish (excluding

all!all) parallel training, testing and development files can be seen in table 3.

The full verse-aligned texts of all public Bible versions are available on github (https://github.com/

keithecarlson/StyleTransferBibleData). Additionally, we publish the public version parallel testing, training

and development files discussed so that future work with this corpus can make use of standardized data.

We include code and a walkthrough of our process for all of the baseline results which we report.

Table 2. BLEU scores between full text of Bible versions. The verses of the version of each row are treated as the candidates
and the column version’s verses are treated as the reference.

YLT DARBY KJV WEB DRA LEB BBE ASV

YLT 100 26.43 23.61 19.33 13.57 15.15 9.42 25.87

Darby 26.46 100 52.79 37.86 23.94 22.44 16.27 55.49

KJV 23.89 53.38 100 41.04 30.18 19.6 17.76 68.72

WEB 19.78 39.49 41.24 100 20.37 30.07 19.15 53.11

DRA 16.3 29.39 35.56 23.69 100 17.76 15.29 31.64

LEB 17.89 26.71 22.72 33.67 17.46 100 18.49 25.98

BBE 11.72 20.35 21.8 22.59 15.49 19.4 100 22.75

ASV 26.48 56.84 69.09 53.01 26.95 22.51 18.72 100

Table 3. Pairings of Bible versions created. For each pairing, parallel training, test and development files are created and
number of lines in each are reported.

source versions target versions # train lines # dev lines # test lines

all all 28 693 558 1 707 252 1 920 108

public public 1 534 582 91 780 102 732

public ASV 192 414 11 456 12 843

public BBE 192 324 11 481 12 843

BBE ASV 27 584 1637 1835

KJV ASV 27 608 1637 1835

YLT BBE 27 595 1642 1835
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4. Baseline models
4.1. Moses
The statistical machine translation system Moses [23] is an established baseline for testing new

paraphrasing corpora and models. To use it this way, one recasts paraphrasing as a monolingual

translation task on the paired data as mentioned above. Previous such uses include the work of

Chen & Dolan [15], Xu et al. [10] and Wubben et al. [36], who found that it outperformed

paraphrasing based on word substitution. It was also used as a baseline in [11] for stylistic

paraphrasing of Shakespeare into present-day English.

Moses is designed to translate from a single source language to a single target language and in the

previous uses of Moses for style transfer only two distinct styles were used. Since our corpus contains

examples of many styles, the proper choice of training data for Moses is not as obvious. We could

give Moses training examples using all versions as sources and all versions as targets and it should

learn to produce good paraphrases, but we want the paraphrases produced by Moses to be in the

style of a specific version. Even when targeting only a single style we have the option to use many

versions as source sentences during training or only a single source version. To explore both of these

options fully we use each of the single-target parallel files discussed above, those with single source

versions and those with multiple, to train Moses models. We train Moses five times in total, once each

using the (public versions ! ASV), (public versions ! BBE), (KJV ! ASV), (BBE ! ASV) and (YLT

! BBE) parallel files and then use these models to decode all test sets with the appropriate target

version. For example, the Moses model trained on (public versions ! ASV) is evaluated on the

(public versions ! ASV), (KJV ! ASV) and (BBE ! ASV) test sets.

For all runs of Moses, we use mgiza for word alignment [40], kenlm for the language model [41] and

mert [40] to fine-tune the model parameters to the development dataset. All of these tools are provided

with Moses. The language model built is of order 5.

4.2. Seq2Seq
Encoder–decoder recurrent neural networks (Seq2Seq) have been widely used and adapted for machine

translation in recent years [29,32,33,42]. One such paper introduced artificial tags at the beginning of each

source example to indicate the language to target during decoding [28]. This minor change allowed the

model to perform multilingual and zero-shot translation. These models generally require a large number

of training examples to produce high-quality results.

Application of Seq2Seq models to stylistic paraphrasing has only just started to be explored. We are

aware of only one existing work [11] which uses such a network in this context on real data. To overcome

the relatively small corpus, the authors [11] use a human-expert produced dictionary giving the

translations of Shakespearean words into modern equivalents.

We use our new, and relatively large Bible corpus to train Seq2Seq models. Our corpus contains many

versions, and the number of training examples when using a single version as a source and a single

version as a target is small. To fully take advantage of how richly parallel our data are, we use the

tagging trick of [28]. In each source verse, we prepend a tag indicating the version to be targeted. For

example, if the target style for a verse pair is that of the American Standard Version, we start off the

source sentence with an ‘,ASV.’ token. Using this method we are able to train a separate Seq2Seq

model using each of the following parallel version pairs (all versions ! all versions), (public versions

! public versions), (public versions ! ASV) and (public versions ! BBE). We experimented with

running this model on the single source and single target files, such as (YLT!BBE), but the results

were poor because the amount of training data was too small for this model.

The Seq2Seq model requires a fixed vocabulary which contains the tokens which will be encountered

by the model. Names and rare words are often difficult to handle in NLG tasks. Sometimes they are

replaced with a generic ‘Unknown’ token [33,43,44]. Recently, byte pair encoding was used to create a

vocabulary of subword units which removes the need for such a token [45]. In the resulting

vocabulary, rare words are not present but the smaller units which make up the word are. For

example, in our data the rarely seen word ‘ascribed’ is replaced by the more frequent subwords ‘as’

and ‘scribed’. We generated a vocabulary of the 30 000 most frequent subword units from the training

portion of all of our Bible versions. This vocabulary was then applied to each of the samples by

replacing any word which was not in the vocabulary with its constituent subword units.
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We use a multi-layer recurrent neural network encoder and multi-layer recurrent network with attention

for decoding. This set-up is similar to those described by Sutskever et al. [32] and Bahdanau et al. [33].

The encoder and decoder each have three layers of size 512 and use LSTM [31] and dropout between

layers [46], with probability of dropping set to 0.3. Each uses a trainable embedding layer to project each

token into a 512-dimensional vector before it is passed to the LSTM layers. The encoder is bi-directional

[33,47] and has residual connections between the layers [48]. The decoder uses an attention mechanism as

described by Bahdanau et al. [33] to focus on specific parts of the output from each step of the encoder.

The exact software and configuration of our model can be found on github (https://github.com/

keithecarlson/StyleTransferBibleData).

During training, mini-batches of 64 verse-pairs are randomlyselected from the training corpus. Each of the

target and source sentences are truncated to 100 tokens if necessary. The model’s parameters are adjusted

using the ‘Adam optimiser’ [49]. A checkpoint of the model is saved periodically1 during training. The

checkpoints are all evaluated on the development data and the one with the lowest loss is selected.

During inference a single source sentence is fed into the model but the target sentence is not

provided. Unlike during training, the decoder is fed its own prediction as input for the next timestep.

The decoder performs a beam search [32] with a width of 10 to produce the most likely paraphrase.

5. Experiments
As indicated above, we train Moses and Seq2Seq models on a variety of source-target pairings of our Bible

Corpus. Our Seq2Seq model is implemented using a publicly available library [50] which itself makes use of

the API provided by Tensorflow [51]. See figure 1 for an overview of our entire work process.

The code and data to run the experiments which use only the publicly available portion of our data

are available (https://github.com/keithecarlson/StyleTransferBibleData).

5.1. Metrics
For evaluation of the models, we use several established measures. We first calculate BLEU [24] scores for

all results. BLEU is a metric for comparing parallel corpora which rewards a candidate sentence for

having n-grams which also appear in the target. Although it was created for evaluation of machine

translation, it has been found that the scores correlated with human judgement when used to evaluate

paraphrase quality [36]. The correlation was especially strong when the source sentence and candidate

sentence differed by larger amounts as measured by Levenshtein distance over words.

BLEU gets at some of what a good paraphrase should accomplish (similarity), but a good (i.e.

interesting) paraphrase should use different words than the source sentence, as noted by Chen & Dolan

[15]. They introduce the PINC score which ‘computes the percentage of n-grams that appear in the

candidate sentence but not in the source sentence’. The PINC score makes no use of target sentence, but

rewards a candidate for being dissimilar from the source. To capture a candidate’s similarity to the target

and dissimilarity from the source, they use both the BLEU and PINC scores together. They find that

BLEU scores correlate with human judgement of semantic equivalence and that PINC scores correlated

highly with human ratings of lexical dissimilarity. Lexical dissimilarity on its own is important for

paraphrasing, but as previously mentioned, a high lexical dissimilarity may also strengthen the

correlation of BLEU scores and human judgement of paraphrase quality [36]. We will use and report

both PINC and BLEU for evaluation as can be found in previous work on stylistic paraphrasing [10,11].

While these metrics have been widely and previously used for paraphrase evaluation, many other

measures have been proposed for style transfer and related problems [10,19,20]. By publishing not

only PINC and BLEU scores, but the full texts produced by our systems themselves, we allow future

researchers to compare to our baselines using any of these existing or newly proposed metrics.

5.2. Results
For each of the single target test sets, we identify the Moses model and the Seq2Seq model which achieves

the highest BLEU score. The results of the evaluation metrics for these models’ outputs can be seen in

table 4. The results of all models and test sets can be found in our github.

1We found that models trained on smaller amounts of data tend to overfit faster. To ensure we have a high-quality checkpoint we need

to save them more frequently when training on the smaller datasets. We saved a checkpoint every 5000 steps on public!public and

all!all training and every 1000 steps when using only a single version as a target.
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We note a few trends across all of these results. First, we find that the Seq2Seq model always has a

higher PINC score than the Moses model. This matches our qualitative observation that Moses makes

changes to the source sentence less aggressively than Seq2Seq and often leaves large portions of the

input unchanged. A few examples showing this can be seen in table 5.

Moses always performed best when it was trained on the exact source and target versions that it would

eventually be tested on. Seq2Seq, however, seems to often benefit from additional versions being included.

For example, when decoding the YLT!BBE test set the best Moses was trained using the YLT!BBE

training set. The best Seq2Seq model, however, was trained using the training set where all public

versions were used as both the source and target. As mentioned above, we experimented with training

Seq2Seq on single source version and single target version data, such as YLT!BBE, but the results were

poor. In this case though the Seq2Seq model trained on public!public also outperformed the one

trained on public!BBE and on all!all. It seems the increase in number of training examples going from

collect full text of 34
Bible versions

remove irregular
verses and align by

verse

identify 8 versions
which can be made
publicly available

select 2 books from
each testament as
development data

select 2 books from
each testament as

test data

use all remaining
books as training data

create parallel files for
selected source and

target version pairings

add <target version>
tokens to beginning of

each source verse

learn 30 000 subword
vocabulary using all

versions training data

apply vocab to parallel
files

train individual Moses
model for each

appropriate dataset

decode test set with
Moses model

evaluate results using
PINC and BLEU

decode test set using
best checkpoint

find best checkpoint
for each model using

development data

train a Seq2Seq model
on each appropriate

dataset

undo subword
vocabulary and NLTK
tokenization on output

Figure 1. A diagram of the experimental workflow.

Table 4. The BLEU and PINC scores of the best Moses and best Seq2Seq models for each test set. The best model is defined
here as the one which achieves the highest BLEU score on the test set. One BLEU score and One PINC score in each row are in
italics. These represent the best score on the test set by each of these metrics.

test set
best moses
training

best Seq2Seq
training

Moses
BLEU

Seq2Seq
BLEU

Moses
Pinc

Seq2Seq
PINC

KJV!ASV KJV!ASV public!ASV 71.16 65.61 16.84 24.68

BBE!ASV BBE!ASV public!public 31.28 30.17 47.03 56.8

YLT!BBE YLT!BBE public!public 24.01 24.94 66.47 72.51

public!ASV public!ASV public!ASV 46.87 46.00 28.67 42.22

public!BBE public!BBE public!public 30.03 29.71 56.49 64.54
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public!BBE to public!public was helpful for decoding into BBE even when none of the extra examples

were targeting BBE. This is similar to results which found that adding additional languages to a

multilingual Seq2Seq model could improve performance [28]. This improvement seems to be bounded in

our case, however, as the public!public model also outperforms the all!all model when decoding

YLT!BBE. It is possible that when using all 34 Bible versions, there is simply too much for our

formulation of the model to learn. Since it has to be able to produce 34 different styles it may not be able

to focus on perfecting each of them. It could also be that the non-public Bible versions have some

characteristics which make them ultimately detrimental to use as training for a model which will be

evaluated on the YLT!BBE task.

In four out of the five pairings evaluated Moses outperforms Seq2Seq as measured by BLEU. It is only

on the YLT!BBE test set that the best Seq2Seq model achieves a higher BLEU score than the best Moses

model. This test set is the most demanding of the model, as the source and target sentences are the least

similar, as can be seen in table 2. This performance seems related to our earlier observation that Moses is

more conservative in making changes to the source. In situations where relatively little modification to

the source is required, such as in the KJV!ASV task, the auto-encoding tendencies of Moses can be

quite helpful. When more drastic revision is required, however, the more aggressive tendencies of

Seq2Seq begin to become more effective.

Qualitatively, both models seem to be changing text to better imitate the targeted style. In the first

example in table 6, Moses and Seq2Seq correctly use the archaic verb ‘seemeth’ and replace ‘Lord’

with ‘Jehovah’. Both modifications are stylistically correct when targeting ASV. We notice some cases

where Moses seems to be unable to pick up on relatively simple stylistic markers. In the second

example of table 6, we see a translation from YLT to BBE. YLT uses quotation marks when someone

is speaking, but BBE does not. While the text produced by both Moses and Seq2Seq resembles BBE in

style, Moses has not removed the quotation marks which were present in the source. This is despite

Table 5. Examples of Moses and Seq2Seq output which showcase Moses making fewer modifications to the source sentence.

source Moses output Seq2Seq output

And that there may not be any evil

liver, or any man without respect

for God, like Esau, who let his

birthright go for a plate of food.

And that there shall not be any evil

liver, or any man without respect

unto God, as Esau that let his

birthright go for a plate of food.

And the liver shall not sin, nor

the transgression of God, like

Esau; who let his birthright go

for the dish.

His legs were covered with plates of

brass and hanging on his back

was a javelin of brass.

His legs were covered with flakes of

brass and hanged on his shoulder

was a javelin of brass.

And he overlaid his legs with

plates of brass, and put on his

back a spear of brass.

Table 6. Examples which show Moses and Seq2Seq outputs which have correctly made changes to better imitate the target
style or which have missed some obvious part of the transfer.

source target Moses output Seq2Seq output

(BBE) Then Samuel gave him

an account of everything,

keeping nothing back. And

he said, It is the Lord; let

him do what seems good

to him.

(ASV) And Samuel told him

every whit, and hid

nothing from him. And

he said, It is Jehovah:

let him do what

seemeth him good.

Then Samuel told him of

all things not. And he

said, It is Jehovah; let

him do that which

seemeth him good.

And Samuel told all

things, and did not

hold back. And he

said, It is Jehovah; let

him do what seemeth

good to him.

(YLT) And Jehovah saith,

‘Judah doth go up; lo, I

have given the land into

his hand’.

(BBE) And the Lord said,

Judah is to go up: see,

I have given the land

into his hands.

And the Lord said, ‘Judah

will go up, see, I have

given the land into his

hand.’

And the Lord said, Judah

will go up; see, I will

give the land into

his hand.
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the fact that the Moses model was only trained with BBE targets and so has never actually seen a training

example where it should have produced quotation marks.

6. Conclusion and future work
In this paper, we collected a large, previously untapped dataset of aligned parallel text, Bible translations.

We present this corpus for the task of prose style transfer.

Existing corpora used for style transfer target only a single aspect of style (such as simplicity), are

much smaller, have been criticized for problems in their alignment which reduce usefulness, require

potentially lengthy waiting periods for access or contain only two styles.

By contrast, our data use a broad understanding of style, with each Bible version embodying a unique

style. Since each version contains over 31 000 verses, we are able to produce a training set of over 1.5 million

unique pairings of source and target verses from the eight publicly available versions. The data are human

aligned by virtue of the consistent use of book, chapter and verse number across all versions, eliminating the

risk of alignment errors by automatic methods. Finally, the public Bible versions, and our splits of them into

training, testing and development data are freely and immediately available through our public repository

(https://github.com/keithecarlson/StyleTransferBibleData).

While we present the corpus for style transfer, it is rare to find data that is human aligned and so

richly parallel. These qualities may make our corpus useful for a variety of other natural language

tasks as well. For example, the large number of aligned translations in these data could prove useful

for training towards the traditional paraphrasing task in which a specific style is not targeted.

Alternatively, researchers could choose some aspect of style, such as simplicity or formality, and

partition the corpus based on that criteria. The partitioned corpus could then be used to train models

which produce text with the desired characteristic.

Style transfer can naturally be viewed as monolingual machine translation, but lack of an appropriate

training corpus has made the direct application of many machine translation models difficult. To

showcase the usefulness of our data and establish baseline results for future research, we train

statistical machine translation models and encoder–decoder recurrent neural networks on our corpus.

We find that these two systems perform similarly on most of the decoding datasets. In general, Moses

performs slightly better, achieving a higher BLEU score on four of our five evaluations. This

superiority is increased when the task requires less modification of the source sentence to match the

target. Seq2Seq makes gains on Moses when the task requires more aggressive editing of the source,

and is able to outperform Moses on the most demanding of our five tests.

It is likely that some previously published modifications to Seq2Seq would result in immediate

performance improvements. Candidates from the machine translation literature include: coverage

modelling [52] to help track which parts of the source sentence have already been paraphrased and the use

of a pointer network [53] to allow copying of words directly from the source sentence. Pointer networks

have already been used for style transfer [11], and seem likely to be useful for our multi-style corpus as well.

While application of state-of-the-art neural machine translation methods may yield near-term

improvements in style transfer, we expect that at some point the most successful models will need to

treat this problem as a separate task. A large parallel corpus will allow researchers to explore both

similarities as well as the nuanced differences between the tasks of style transfer and machine

translation. We hope that these data inspire the creation of style-transfer-specific architectures.

Data accessibility. Data, code and a walk-through to run our experiments on the public domain portion of our data are

available at https://github.com/keithecarlson/StyleTransferBibleData. Copyright law prevents distribution of

many of the versions of the Bible we used. The repository contains only the eight Bible versions which may be

freely distributed.

Authors’ contributions. K.C., A.R. and D.R. designed the experiment, interpreted results and wrote, reviewed, edited and

approved the final paper. K.C. collected the data, wrote the code and ran the experiments.

Competing interests. We declare we have no competing interests.

Funding. No funding has been received for this article.

References
1. Pang B, Lee L. 2008 Opinion mining

and sentiment analysis. Found. Trendsw
Inf. Retr. 2, 1 – 135. (doi:10.1561/150
0000011)

2. Hughes JM, Foti NJ, Krakauer DC, Rockmore DN.
2012 Quantitative patterns of stylistic influence in

rsos.royalsocietypublishing.org
R.Soc.open

sci.5:171920
11

 on October 30, 2018http://rsos.royalsocietypublishing.org/Downloaded from 

https://github.com/keithecarlson/StyleTransferBibleData
https://github.com/keithecarlson/StyleTransferBibleData
https://github.com/keithecarlson/StyleTransferBibleData
https://github.com/keithecarlson/StyleTransferBibleData
http://dx.doi.org/10.1561/1500000011
http://dx.doi.org/10.1561/1500000011
http://rsos.royalsocietypublishing.org/


the evolution of literature. Proc. Natl Acad. Sci. USA
109, 7682– 7686. (doi:10.1073/pnas.1115407109)

3. Carlson K, Livermore MA, Rockmore D. 2015 A
quantitative analysis of writing style on the US
supreme court. SSRN. (doi:10.2139/ssrn.
2554516)

4. Sheikha FA, Inkpen D. 2010 Automatic
classification of documents by formality. In 2010
Int. Conf. on Natural Language Processing and
Knowledge Engineering (NLP-KE), Beijing, China,
August, pp. 1 – 5. IEEE. (doi:10.1109/nlpke.2010.
5587767)

5. Specia L. 2010 Translating from complex to
simplified sentences. In Computational
Processing of the Portuguese Language
(eds TAS Pardo, A Branco, A Klautau, R Vieira,
VL Strube de Lima), pp. 30 – 39. Berlin,
Germany: Springer.

6. Sennrich R, Haddow B, Birch A. 2016 Controlling
politeness in neural machine translation via side
constraints. In Proc. of the 2016 Conf. of the
North American Chapter of the Association for
Computational Linguistics: Human Language
Technologies, San Diego, CA, June, pp. 35 – 40.
Association for Computational Linguistics.
(doi:10.18653/v1/n16-1005)

7. Yamagishi H, Kanouchi S, Sato T, Komachi M.
2016 Controlling the voice of a sentence in
Japanese-to-English neural machine translation.
In Proc. of the 3rd Workshop on Asian
Translation (WAT2016), Osaka, Japan, December,
pp. 203 – 210. The COLING 2016 Organizing
Committee.

8. Yatskar M, Pang B, Danescu-Niculescu-Mizil C,
Lee L. 2010 For the sake of simplicity:
unsupervised extraction of lexical simplifications
from Wikipedia. In Human Language
Technologies: The 2010 Annual Conf. of the
North American Chapter of the Association for
Computational Linguistics, Los Angeles, CA, June,
pp. 365 – 368. Association for Computational
Linguistics.

9. Ficler J, Goldberg Y. 2017 Controlling linguistic
style aspects in neural language generation. In
Proc. of the Workshop on Stylistic Variation,
Copenhagen, Denmark, September, pp. 94 – 104.
Association for Computational Linguistics.
(doi:10.18653/v1/w17-4912)

10. Xu W, Ritter A, Dolan WB, Grishman R, Cherry C.
2012 Paraphrasing for style. In 24th Int. Conf.
on Computational Linguistics, COLING 2012,
Mumbai, India, December, pp. 2899 – 2914. The
COLING 2012 Organizing Committee.

11. Jhamtani H, Gangal V, Hovy E, Nyberg E. 2017
Shakespearizing modern language using copy-
enriched sequence-to-sequence models. In Proc.
of the Workshop on Stylistic Variation,
Copenhagen, Denmark, September, pp. 10 – 19.
Association for Computational Linguistics.
(doi:10.18653/v1/w17-4902)

12. Hu Z, Yang Z, Liang X, Salakhutdinov R, Xing EP.
2017 Toward controlled generation of text. In
Int. Conf. on Machine Learning, Sydney,
Australia, August, pp. 1587 – 1596. PMLR.

13. Shen T, Lei T, Barzilay R, Jaakkola T. 2017 Style
transfer from non-parallel text by cross-
alignment. In Advances in neural information
processing systems (eds I Guyon, UV Luxburg, S
Bengio, H Wallach, R Fergus, S Vishwanathan, R

Garnett), pp. 6833 – 6844. Red Hook, NY:
Curran Associates.

14. Li J, Jia R, He H, Liang P. 2018 Delete, retrieve,
generate: a simple approach to sentiment and
style transfer. In Proc. of the 2018 Conf. of the
North American Chapter of the Association for
Computational Linguistics: Human Language
Technologies, Volume 1, New Orleans, LA, June,
pp. 1865 – 1874. Association for Computational
Linguistics. (doi:10.18653/v1/n18-1169)

15. Chen DL, Dolan WB. 2011 Collecting highly
parallel data for paraphrase evaluation. In Proc.
of the 49th Annual Meeting of the Association
for Computational Linguistics: Human Language
Technologies-Volume 1, pp. 190 – 200.
Association for Computational Linguistics.

16. Wubben S, Van Den Bosch A, Krahmer E. 2012
Sentence simplification by monolingual machine
translation. In Proc. of the 50th Annual Meeting
of the Association for Computational Linguistics:
Long Papers-Volume 1, pp. 1015 – 1024.
Association for Computational Linguistics.

17. Kajiwara T, Komachi M. 2016 Building a
monolingual parallel corpus for text
simplification using sentence similarity based on
alignment between word embeddings. In Proc.
of COLING 2016, the 26th Int. Conf. on
Computational Linguistics: Technical Papers,
pp. 1147 – 1158.

18. Rao S, Tetreault J. 2018 Dear sir or madam, may I
introduce the YAFC corpus: corpus, benchmarks
and metrics for formality style transfer. In Proc. of
the 2018 Conf. of the North American Chapter of
the Association for Computational Linguistics:
Human Language Technologies, Volume 1,
New Orleans, LA, June, pp. 129 – 140. Association
for Computational Linguistics. (doi:10.18653/v1/
n18-1012)

19. Xu W, Napoles C, Pavlick E, Chen Q, Callison-
Burch C. 2016 Optimizing statistical machine
translation for text simplification. Trans. Assoc.
Comput. Linguist. 4, 401 – 415.

20. Fu Z, Tan X, Peng N, Zhao D, Yan R. 2017 Style
transfer in text: exploration and evaluation.
Preprint. (http://arxiv.org/abs/171106861).

21. Artetxe M, Labaka G, Agirre E, Cho K. 2017
Unsupervised neural machine translation.
Preprint. (http://arxiv.org/abs/171011041).

22. Lample G, Denoyer L, Ranzato M. 2017
Unsupervised machine translation using
monolingual corpora only. Preprint. (http://
arxiv.org/abs/171100043).

23. Koehn P et al. 2007 Moses: open source toolkit
for statistical machine translation. In Proc. of the
45th Annual Meeting of the ACL on Interactive
Poster and Demonstration Sessions, Prague,
Czech Republic, June, pp. 177 – 180. Association
for Computational Linguistics. (doi:10.3115/
1557769.1557821)

24. Papineni K, Roukos S, Ward T, Zhu WJ. 2002
BLEU: a method for automatic evaluation of
machine translation. In Proc. of the 40th Annual
Meeting on Association for Computational
Linguistics, Philadelphia, PA, July, pp. 311 – 318.
Association for Computational Linguistics.
(doi:10.3115/1073083.1073135)

25. Zhu Z, Bernhard D, Gurevych I. 2010 A
monolingual tree-based translation model for
sentence simplification. In Proc. of the 23rd Int.

Conf. on Computational Linguistics, Beijing,
China, August, pp. 1353 – 1361. Association for
Computational Linguistics.

26. Hwang W, Hajishirzi H, Ostendorf M, Wu W. 2015
Aligning sentences from standard wikipedia to
simple wikipedia. In Proc. of the 2015 Conf. of the
North American Chapter of the Association for
Computational Linguistics: Human Language
Technologies, Denver, CO, May – June, pp. 211 –
217. Association for Computational Linguistics.
(doi:10.3115/v1/n15-1022)

27. Xu W, Callison-Burch C, Napoles C. 2015
Problems in current text simplification research:
new data can help. Trans. Assoc. Comput.
Linguist. 3, 283 – 297.

28. Johnson M et al. 2017 Google’s multilingual
neural machine translation system: enabling
zero-shot translation. Trans. Assoc. Comput.
Linguist. 5, 339 – 351.

29. Cho K, van Merrienboer B, Ç Gülçehre,
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